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INTRODUCTION
Meningiomas are the most common 
primary CNS tumours. Patients typically 
undergo multiple MRI scans to monitor 
growth, with results recorded in radiology 
reports, mostly in unstructured text.
De-identification of clinical records is 
essential for research collaboration.
• HIPS (Hiding in Plain Sight) [1] replaces 

identifiable data, like names, with 
realistic but fictitious alternatives.

NLP techniques, such as Named Entity 
Recognition (NER), extract structured data 
from unstructured text.
Project goals:
• Develop an NLP pipeline to extract 

personal names and tumour sizes 
from meningioma radiology reports

• Implement HIPS to de-identify personal 
names

CONCLUSION
The spaCy model trained to extract both entities demonstrated strong performance, 
achieving a macro-averaged recall of 0.97 ± 0.02, precision of 0.95 ± 0.03, and an F1-
score of 0.96 ± 0.01. The model perfectly matched 81.72 ± 2.89% of cases at the report 
level.

Challenges in NER tasks:
• Easier task: Identifying personal names.
• Harder task: Extracting tumour sizes.

Method Perfect Report Match (%)
Rule-Based - personal names 83.6

spaCy - personal names 97.06 ± 3.16
spaCy - tumour size 87.12 ± 5.66
spaCy - combined 81.72 ± 2.89 

Table 1: Report level performance evaluation on the testing dataset. The average and standard deviation of 
perfectly predicted reports from models trained with 5-fold cross-validation.

Figure 3: Examples of ground truth and spaCy predictions on radiology reports. Ground truth labels are marked 
with "GT," and predictions with "PRED." Personal names ("PER") replaced with HIPS are highlighted in blue, and 
tumour sizes ("TUMOUR") in yellow. "[DATE]" is used as a placeholder for visualisation.

• Dataset imbalance: Reports average 170 words, with 1.68 personal names vs. 0.68 
tumour sizes mentions per report.

• Dataset ambiguity: References to other lesions (e.g., cysts) and reporting variability.
BERT models:

• Performance was limited by the small dataset.
• Expanding the dataset could improve results and allow for the use of Large Language Models 

(LLMs).
Future work:

• Incorporate other identifiable data (e.g., addresses, dates of birth) to enhance de-
identification.

RESULTS

Figure 1: Word level performance comparison of the rule-based and spaCy models for extracting 
personal names on the testing dataset. F1- score, recall, and precision with error bars representing the 
standard deviation of the metrics from the cross-validation.

Figure 2: Word level performance comparison of the spaCy models for extracting present tumour 
sizes on the testing dataset. F1- score, recall, and precision with error bars representing the standard 
deviation of the metrics from the cross-validation.
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METHODS
Dataset:

• 9,175 MRI radiology reports (2011–2020) from meningioma patients at King’s 
College Hospital.

• 400 manually annotated for personal names and tumour sizes using Label 
Studio [2].

Benchmark:
• A rule-based pipeline was developed to extract personal names only.

NER Models:
3 models from the spaCy toolkit [3] were trained to extract:

• Personal names
• Tumour sizes
• Both entities

Evaluation:
• 5-fold cross-validation on 85% of annotated data; 15% reserved for testing.
• Performance measured: 

• Word level: Macro-average precision, recall, F1-score
• Report level: Exact matches between predictions and ground truth

De-identification:
• The best-performing model was used for HIPS implemented with Python library 

Faker [4].

https://labelstud.io/
https://spacy.io/

